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NUMERICAL SIMULATION OF THE 1969 TSUNAMI ALONG THE
PORTUGUESE COASTS. PRELIMINARY RESULTS.

Ph Heinrich
Laboratoire de Détection et de Géophysique
Commissariat a I'Energie Atomique, Bruyéres-le-Chatel, France
M. A. Baptista, P. Miranda
Centro de Geofisica da Universidade de Lisboa
Lisboa, Portugal

ABSTRACT

On the 28th February 1969, the coasts of Portugal, Spain and Morocco were affected by
water waves generated by a submarine earthquake (Ms=7.9) with epicenter located south of
the Gorringe bank. The aim of this paper is to simulate this small tsunami, by comparing the
computed and observed tide gauges. According to Fukao, the fault plane solution is a thrust
with a small strike slip component N55°E parallel to the Gorringe Bank, the soil movement
area involved being 80 x 50 km? . Nonlinear shallow water equations are solved_ with a finite
difference scheme, using a computational grid with different cell sizes over different
geographical domains. The water surface initialisation has been computed from Okada's
formulas, which output ground deformation as a function of seismic parameters. The numerical
results show that a great part of the tsunami energy is refracted towards the Portuguese coasts.
The modelled waves compare well with the recorded waves in respect to travel times,
maximum amplitudes and periods. Other possible source locations, as well as other fault plane
selections have been studied.



INTRODUCTION

At 2h 40mn 32s a.m. on the 28th February 1969, an earthquake with magnitude Ms=7.9
occured south of the Gorringe Bank. This seismic event is one of the largest that affected this
area. The most famous one occured in 1755 and killed probably more than 50,000 persons
(directly and through the induced tsunami).

The 1969 earthquake generated a small tsunami recorded by most of the tide stations of
Portugal mainland, Spain and of the Azores islands. The analysis of the gauge records was
carried out by M. A. Baptista et al. (1992). Spectral analysis allowed them to filter the tide,
and to determine the main characteristics of the signals such as the tsunami arrival times, the
maximum amplitudes and the tsunami periods. Comparing "quiet days" records and "“tsunami-
days" records, they concluded that the frequencies recorded on a particular spot are connected
to the local bathymetry and that the occurence of the tsunami increases the amplitude of only
one frequency in the spectrum. Inverse ray-tracing from different coastal stations allowed them
to determine the tsunami source close to the Gorringe Bank.

The aim of this paper is to simulate the recorded water waves by means of numerical
models. First, the seismic source is briefly described and the ground displacement is determined
from Okada's (1985) formulas, using Fukao's (1973) seismic parameters. The water waves
propagation is then computed using shallow water models or three-dimensional Navier-Stokes
models. Finally, other tsunami sources are studied for this event.

DESCRIPTION OF THE SEISMIC SOURCE

The fracture zone extending from the Azores towards the Strait of Gibraltar is the boundary
between the Eurasian and African tectonic plates. The analysis of the earthquake focal
mechanisms in this zone (Fig.1) shows that the relative motion between the two plates changes
from right lateral strike slip with an extensional component at the western end, to pure strike
slip in the central area and thrusting with a compressive component in the NW direction at the
eastern end. This behaviour can be explained in terms of a pole of rotation for the relative
motion of the two plates (cf Minster, 1978; Buforn, 1988). According to Purdy (1975), the
1969 shock is a direct consequence of the compressive motion in the eastern end of the zone,
with underthrusting of the African plate at an extremely low rate. The seismic-refraction lines
of this area as well as the free-air gravity anomaly over the Gorringe Bank allow him to
conclude that the Gorringe ridge was formed as a continuous process by the successive
overthrusting of oceanic crustal and upper mantle material.



The 1969 earthquake epicenter was located by different seismic organizations at N36.01
W10.6(USGS), N36.2 W10.5 (BCIS) and N36.1 W10.8 (LCSSM). The epicenter as well as
the aftershock area are located in the Eastern Horseshoe Abyssal Plain, south of the Gorringe
Bank. (Fig. 2). According to seismologists, the focal mechanism is a thrust faulting with a
small strike slip component. The problem is to distinguish between the fault plane and the
auxiliary plane. Lopez et al. (1972), Udias et al. (1976), Buforn et al. (1988) favor the
selection of the east-west striking plane, whereas McKenzie (1970), Fukao (1973), Purdy
(1975) choose the N55°E striking fault, parallel to the Gorringe Bank.

According to Fukao, the elongation in the NE-SW direction of the aftershock area suggests
that the fault strike angle is N55°E. The length and the width of the fault are estimated from
the aftershock area to be about L=80km and W=50km respectively. From seismic signals
analysis, the dip angle is estimated to be 52° and the seismic moment M_=6.102° N.m. On the
basis of this analysis, it has been decided to simulate first the tsunami generated by this fault
plane. The slip dislocation u has been calculated from the following formula, based on shear
faulting theory :

M=pulW

where p is the shear modulus of the surrounding rocks. In this case, if we assume
u=4.1010 N/m? (cf Fukao, 1973), the slip dislocation is about 4 meters. This slip is consistent
with those presented by Scholz (1982) for a thrust event, taking into account a fault length of
80 km.

In order to calculate the ground deformation from these fault parameters, Okada's (1985)
formulas have been computed. These formulas have been established by Okada assuming an
elastic, isotropic and homogeneous half space. They calculate the ground displacement as a
function of seismic parameters ( the dip angle, the strike angle, the fault length and fault width,
the depth of the upper edge of the fault and the slip dislocation) and of the surrounding rocks
parameters (the Lame's coefficients A and p). Figure 3 shows the vertical computed sea-floor
displacement, using the Fukao's seismic parameters. The dimensions of the subsidence areas
are greater than the uplift area dimensions, but the maximum subsidence height at the rupture
front is about four times lower than the maximum uplift height.

TSUNAMI PROPAGATION MODELS

Most simulations of tsunami propagation have been carried out using a shallow water
model. In order to assess the importance of the frequency dispersion, the resuits for one of the
simulations have been compared with those obtained by solving‘the three-dimensional Navier-
Stokes equations.



The shallow water model :

This model, adapted from the SWAN model (Mader, 1988) solves nonlinear long wave
equations, using an explicit-in-time finite difference scheme with C-type grids. The equations
are formulated either in cartesian coordinates or in spherical coordinates. The latter
coordinates have been used to propagate tsunamis over long distances (from the source to the
Azores islands and to the Canaries islands). The cartesian coordinates system has been
preferred for the propagation from the source to Portugal and Spain mainlands, because
Okada's (1985) formulas and some local bathymetries are available only in cartesian
coordinates.

The first simulation presented in this paper has been achieved using coarse grids with cell
sizes of 1x1 km?. In order to propagate tsunamis in shallow water regions with more than ten
points per wavelength, coupling between coarse and fine grids has been used in coastal
regions. Wave heights and velocities along the boundaries of the fine grid are interpolated
spatially from the coarse grid values at each time step. Fine grid values are not used as input of
the coarse grid, since it is assumed that waves reflected by the coasts in the fine grid are not
significantly different from reflected waves in the coarse grids.

At the shoreline, the velocities are set in this case to zero, so that complete reflection is
computed. This assumption overestimates the computed water waves amplitudes, since no
wave dissipation by run-up occurs. At the open ocean boundaries, one-dimensional radiation
conditions are computed for each axis separately. '

The Navier-Stokes model :

The 3D hydrodynamics program Nasa-Vof3D (developed-by Torey et al. in 1987) has been
modified in order to study earthquake-induced or landslide-generated tsunamis (cf
Heinrich,1992). This eulerian model solves the three-dimensional incompressible Navier-
Stokes equations with a free-surface. The modifications consisted in dealing with any three-
dimensional time-dependent bathymetry and in introducing the possibility of rezoning in
shallow water regions. The rezoning consists in stopping the calculation in the coarse grid at a
selected instant and in pursuing it in a fine grid. The connection between these two grids is
carried out by initiating only once the velocities and water heights of the fine grid from the
coarse grid values. The main disavantage of this method is to propagate in the fine grid only
the first waves of the tsunami. ' “

The meshes used in the simulation consist of about 150x150x20 cells in the x, y, z directions
respectively with variable spacings ranging from Skm to 1km in the horizontal directions.



Computed source :

Compared with the tsunami celerity (0.2km/s), the rupture velocity (about 3km/s) is large,
so the ground displacement over the whole faulting region is assumed to be instantaneous. The
origin time t=0s is chosen at this instant. Since the source dimensions are much larger than the
water depth, the water surface elevation is given by the vertical motion of the bottom. Figure 3
shows then also the initialisation of the water surface for a N55°E orientation of the fault.

Propagation :

For both models, the Coriolis and frictional effects were neglected. As regards shallow
water simulations, the nonlinear terms are negligible. The wave elevations computed at the
coastal stations are almost similar, when linearizing the governing equations. From this result,
it can be inferred that the modelled waves amplitudes are directly proportional to the ground
slip dislocation.

COMPARISONRS BETWEEN THE COMPUTED AND RECORDED WAVES

The best agreement between computed and recorded waves has been found for a hydraulic
source centered approximately at the earthquake epicenter (defined by USGS data) with a
NS5S5°E strike angle.

The results of two calculations are presented in this paragraph. The first simulation uses
cells of 1x1 km? and propagates waves from the source to Portugal and Spain mainlands. The
propagation over long distances (up to the Azores Islands and the Canaries) has been
simulated in the spherical coordinates system, using cells of 1.5 minute.

The computed water surfaces at t=1000s, t=2000s, t=3000s and t=5000s are shown in Figs.
4, 5 and 6. As seen at t=1000s, the directivity of the waves energy is quite important, most of
the energy propagates perpendicular to the fault orientation (cf Ward, 1980). Later, as waves
are refracted along the south and west Portuguese coasts, the energy directivity is attenuated.
At all the coastal stations, the first wave motion is small and negative, since large subsidence
areas are located north and south of the uplifted area. Offshore, waves are strongly refracted
and reflected by the Gorringe Bank. The two sea-mounts forming the Gorringe Bank, are
acting as secondary sources. As shown in Fig. 5 at t=3000s, waves reaching the west
Portuguese coast are originating from the Gorringe Bank and not from the earthquake
epicenter. At one hour and a half after the origin time, waves reflected by the Moroccan coasts
reach the south Portuguese and Spanish coasts (Fig. 6). These reflection phenomena accounts
for the high wave amplitudes that have been recorded for more than 6 hours along these
coasts.

With the resolution used in simulations, it is not possible to match exactly the location of
the tide gauges in Portugal, in Spain or in the Azores. Numerical simulations revealed minor



differences in waveforms at cells located side by side. We therefore have chosen the cells with
the most representative depth values, i.e. depths of about S meters for most of the gauges.
Figures 7 , 8 and 9 show comparisons between computed and recorded waves at Lagos, Faro,
Cadiz, Cascais, Horta (Azores Islands) Pedrougos and Cacilhas. The latter two tide gauges are
located in the Tagus Estuary. .

- At Lagos, the modelled waves at a 4 meters depth match well the recorded waves in respect'
to the travel times, the periods and the wave amplitudes. The period of the first modelled crest
is slightly longer than the recorded one. The same first waves are obtained in coupling a coarse
grid with a fine grid with cells of 250x250m2. The disagreement about the leading wave period
could be explained by an overestimation of the source dimensions.

Faro is located approximately 60 km eastward of Lagos in a small river, which goes
through a very shallow water bay, closed by dunes. The precise bathymetry in this area as well
as the tide gauge location are not well represented, so that the river and the sand islands have
not been taken into account in the model. The modelled waves reach Lagos and Faro
simultaneously at 2000 seconds, since the first waves of the tsunami are refracted by the coasts
and are propagating in a perpendi_eular direction to the shoreline (Fig. 5) . Except for the time
difference of about six mihutes, the first modelled waveforms are similar to the recorded ones.

' The Cadiz halrbeur is located at the mouth of a large river. The first computed wave gauge
| (Fig. 7) is located at a 13 meters depth at the mouth of the river, the second one is computed 3
km inside the river at a 7 meters depth. The comparison with the recorded waves shows that
the second computed wave gauge is prebably closer to the tide gauge. Ohly the first wave is
well reproduced. The periods of the following recorded waves (about 17 minutes) are longer
than the leading wave period, being about two times longer than the modelled ones. These low
frequencies are likely to be generated by resonance in the river or in the Cadiz bay. The
imprecisions of the bathymetry could account for these discrepancies.

At Cascais, important discrepancies between the recorded and the computed waves are
observed in Fig.8. The waveforms from t=2000 seconds to t=3500s are completely different
from one another. Only the arrival time of the wave train seems to be accurate, since the
maximum amplitude of the first computed trough is observed at t=2300s in the simulation as
well as on the record. Later, the correlation between the two signals is improving, as far as
wave shapes are concerned. The amplitudes of the first four waves are too large by about a
factor of three, whereas the wave amplitudes are on the same order as the recorded ones from
t=4500s to t=8000s. These discrepancies could be attributed either to an incorrect response of
the tide gauge to this tsunami, or to inaccurate simulation. These points are discussed in the
next paragraphs. -

In the Tagus estuary, the locations of the tide gauges are Pedrouces, T. Pago, and
Cacilhas (Fig. 8). Since the Tagus river is narrow, waves entering in the Tagus propagate



eastward in a one-dimensional way. This result is confirmed by the similarity between the
signals recorded at Pedrougos, Cacilhas and T. Pago. As T. Pago is located 2km north of
Cacilhas, the signals are nearly identical and so the T. Pago tide gauge is not represented.

As shown in Fig. 8 at Pedrougos, excellent agreement is found between the simulations and
the observations. The period, the amplitude and the travel time of each individual modelled
wave agree very closely with the recorded ones. At t=4000s (Fig. 6) the first two crests
reaching Cascais have joined at the Tagus mouth and are forming only one crest with a half-
period of about 500 seconds and a 0.4 meters amplitude. This wave propagates eastward with
slight deformation up to Cacilhas and is well reproduced by the model. The discrepancies
concerning the following waves at Cacilhas are due to poor grid resolution.

At Horta, the agreement between the recorded and computed waves is satisfactory. The
first modelled gauge (Fig. 9) is located at a 5 meters depth, and the second at a 70 meters
depth. The results at a 70 meters depth show that the water surface elevation offshore does not
exceed 5 centimeters. Wave shoaling and wave reflections by the Azores islands account for
the 20cms recorded at Horta. Only the two first waves are well reproduced by the numerical
model. The third one is preceded by very short small waves that are likely to be due to wave
reflection and that are not modelled.

Fig. 9 shows the numerical results at Casablanca (Morocco) and at Santa Cruz (Canaries
Islands), where waves with amplitudes of 1.20m and 0.20m respectively have been reported (cf
Lopez et al., 1972). At Casablanca, the maximum amplitude of the computed waves is about 2
meters at a 5 meters depth. These high amplitudes are accounted for by the source directivity
~ (Fig. 4) and by wave shoaling. Unfortunately records from Morocco, which would have been
very important for confirming the source parameters, are not available.

The Canaries are volcanic islands with very steep slopes, located at about 1000km from the
source. As expected, the first computed wave heights are small in agreement with the
observations.

NUMERICAL RESULTS AT CASCAIS

The numerical results at Cascais are in poor agreement with the observations, whereas the
results in the Tagus estuary at 15km and 25km away from Cascais are satisfactory. The spectra
of the recorded and computed signals at Cascais have been calculated for a time interval of .
8000s (fig. 10). As shown in this figure, the observed peaks are ranging from 5 to 20 minutes
and are approximately reproduced by the model. The discrepancies observed in the previous
paragraph could be accounted for by a poor response of the tide gauge to short periods (cf
Satake et al., 1988).
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In order to check the model validity, other numerical simulations have been performed. The
3D Navier-Stokes model has been used to estimate the frequency dispersion. This 3D
simulation has been carried out by rezoning a 600x600 km? computed domain at t=1500
seconds. In this domain, the cell sizes are about 3x3 km? in the horizontal directions. In the
second domain, the cell sizes are about 1x1 km? in the Cascais area. The comparison between
the two numerical models (Fig. 10) shows that the results are similar for the first waves and so
that the effects of frequency dispersion on computed waves at Cascais are only minor. This
result was expected, since the number of wave lengths from the source to Cascais is small. The
differences observed in Fig. 10 are attributed mainly to the differences between the two gauge
locations.

As regards shallow water simulations, it was noticed that results in the previous paragraph
are slightly different for cells located side by side. In order to propagate the waves with smaller
cells, a second grid covering the Cascais area has been used with 250x250m? cells. This fine
grid with 300x300 cells is coupled with the previous coarse grid (the cells sizes of this latter
grid are 1x1 km?2). Fig. 10 shows that the wave trains are roughly comparable.

From these results, it can be inferred that the numerical model is likely not to be responsible
for the disagreements between the first computed and observed waves at Cascais. Other
potential tsunami sources are then studied in the next paragraphs.

NUMERICAL RESULTS OBTAINED WITH DIFFERENT STRIKE ANGLES

In this paragraph, new simulations have been carried out, selecting other fault planes. Since
the fault plane could be mistaken for the auxiliary plane, the east-west fault plane has been first
selected. Taking into account the focal mechanism, it is then assumed that the south block is
moving upward in respect to the north block. The strike angle is 270° in respect to the North,
the other seismic parameters are unchanged.

Fig. 11 shows the comparisons between the recorded and the N55°E and 270° modelled
waves at Lagos, Cascais and Pedrougos. At Lagos, the 270° modelled waves are very similar
to the previous modelled waves. The wave refraction towards the coasts is such, that no
significant difference is observed.

Due to the location of the uplifted area, the modelled waves arrive at Cascais and
Pedrougos four minutes later than the N55°E modelled waves. At Cascais, the amplitudes of
the first crest and of the third trough are about 75 cms, two times higher than the previous
modelled amplitudes. At Pedrougos, the amplitude differences between the two modelled
waves are reduced to about 20cms. Only, the source directivity can account for these high
amplitudes.



The same calculations have been carried out, using a 25° strike angle corresponding
approximately to the Messejana fault and a 90° strike angle. The numerical results show that
the fault direction has minor effects on waveforms and on wave periods. Only the waves
amplitudes vary significantly with the the fault direction. These results are in fair agreement
with Ward's (1980) formulas, that scale the waveforms for a dip slip earthquake by sind, where
¢ is the azimuth of observation in respect to the fault direction. The comparisons between
recorded and all the computed wave heights suggest that the N55°E fault plane is the best
choice.

NUMERICAL RESULTS OBTAINED WITH A DIFFERENT SOURCE LOCATION

As mentioned above, the earthquake epicenter has been located by most of the
seismologists within 30 km of the U.S.G.S. epicenter. In this paragraph, the source location
has been chosen 60 km north-west with respect to the previous one, assuming that the
Gorringe Bank has been uplifted by this event. This hypothesis is in agreement with the
theories of Purdy (1975) or Minster (1978). It is also worth noting that the Gorringe’B'ank
dimensions (about 100x50 km?) are approximately the same as the uplifted ground dimensions
of Figure 3.

The numerical results at Lagos, Cascais and Pedroucos are shown in Fig. 12. The waves
arriving at Lagos are similar to the modelled waves of the first simulation in respect to the
periods and to the amplitudes. The only difference is that the modelled waves lag the
observations by about S minutes. The same time difference is observed at Faro and Cadiz. At
Cascais and Pedrougos, waves arrive about 5 minutes sooner than the recorded waves. The
amplitudes of the first waves-at Cascais (about 50 cms) are slightly greater than the amplitudes
of the modelled waves of the first simulation. The first two crests, computed in the first
numerical simulation, are replaced by only one crest with half-period of 10 minutes. This crest
is followed by a 0.50cm high trough with about the same half-period. This large trough is then
propagating in the Tagus estuary, as shown on the modelled Pedrougos gauge. The second
recorded crest at Pedrougos at 4100s is not reproduced.

The comparisons between the two numerical simulations show that the location of the
source in respect to the Gorringe bank is important and that a great part of energy is reflected
by the two sea-mounts, when locating the source south of the Gorringe Bank. These results
suggest. that the seismic location is probably close to the real one. The location will be
confirmed in a second report, taking into account a more precise bathymetry offshore and close
to the tide gauge stations.

11
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CONCLUSION

The numerical simulation of the 1969 Portuguese tsunami has been performed, using
different sources and different models. For each case, comparisons between the recorded and
computed wave gauges have been made.

Fair agreement has been obtained for most of the eight studied gauges, using the Fukao's
(1973) seismic parameters. The exception is the Cascais gauge, where the first recorded waves
are not reproduced by the models. Since the results at Cascais are not very sensitive to the
source, the discrepancies could be attributed either to the tide gauge response to tsunamis or to
a local complex bathymetry, which the model probably does not take into account. The 26th
May 1975 earthquake generated also a small tsunami recorded by most of the tide gauge
stations. This study will allow us to determine, if the Cascais records can be modelled.

The magpnitude of the 1755 tsunami, which epicenter is maybe close to the 1969 one, was
estimated to be about 8.5-9, whereas the observed wave amplitudes at Lisbon and Cadiz were
10 to 20 times higher than those recorded in 1969. The numerical simulation of the 1755
tsunami will then require particular attention to the propagation of strong nonlinear waves, to
bores formation and to tsunami runup.
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Computed water surface at t=5000s
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ON THE INFULENCE OF THE SIGN OF THE
LEADING TSUNAMI WAVE ON THE HEIGHT
OF RUN-UP ON THE COAST

S. L. Soloviev
Institute of Oceanology
Russian Academy of Science, Moscow, Russia

R. Kh. Mazova
N. Novgorod State Technical University
Nizhny Novgorod, Russia

ABSTRACT

None of the known tsunamis in the Pacific Ocean began in all regions of the coast
with the ebb but the majority of tsunamis came in as positive waves. If positive and
ebbs were observed simultaneously, positive waves predominated and negative ones were
observed along limited places of coasts close to tsunami sources. This reflects the tectonic
compression of the